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Principle-Based Parsing Preview
1. Preview

The focus of limuistic theory has shifted away from complex rule systems to modular
systems of principles, but the practice of parser design has not kept pace. Natural-langnage
parsers are still built on complex rule systems. Few implementation models are known
for the new theories of grammar, and theose that do exist fail to preserve their modular
organization. Research is needed on how to embody the new tlicories in parsers,

1.1. Linguistic theory and parsing practice

Thie human ability to use and understand a language depends in part on knowledge of
the ayntactic structure of its sentences. Native speakers of the langnage learn its syntax by
acquiring some mentally represented system of rules and principles. Their syntactic abilities
result from possessing both such a grammar and implicit knowledge of how to put it to use.
It is the business of generative linguistics to identify the rules and principles and explain
how they are acquired and used.

A natural-langnage program is designed to approximate part of the human ability
to uge and understand natural language. Since it too must be sensitive to the syntactic
structure of sentences, the program must be based on some approximation to the system of
rules aud principles that lnguistics is striving to identify. Given this intimate connection
between linguistics and the design of natural-language programs, it is natural to expect
rhat parsing practice shouid closely track developments in linguistic theory. As linguistics
provides better accounts of the rules and principles that define naturad-language syntax,
they can be crubodied in programs that use better approximations to linguistic reality.

However. recent theorcetical shifts in linguiatics have not been matched by correspond-
ing developments in the practice of parser design. Under carly theories of transformational
srammar, each language was described by a large system of complicated rules that metic-
ulously spelled ont the details of their operation. In contrast, new theories suggest that
vomplicated language-specific rule systemns do not form an important part of a person’s
syntactic knowledge. The focus of lingmistic theory has shifted to the study of modular
subsystems of grammatical principles and parameters.

1.2. Replicating the shift to modular syntax

A closer look at linguistic theory shews that there were zood reasons for this shift.
Early sraminatical theories suifered {from <everad scientific ills. Their detailed rule systems
seemed derivative rather than indiunental. They were more stipulative thin explanatory.
they made wrak claims about the nature of natural kunguage, aud they made language
acquisition scem a mind-boegling task.  The new wodular theorics cured these ills. By
untangiing rthe cifects of seporate underlying subsys=tems of grammar. they were able to
come cloger to nncovering the principles thit form the trie basis of syntactic xnowledye.

A corresponding look ar the practice of parser desien coufirms Jhar no such sluit has
H d H ~

taken place rhere. Each langnage s still deseribed by alacge systenr of complicated riles

that spell ont the details of their operation. Such caompiicated e systems are noe more
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desirabie in engincering than they were in seience, for the scientific ills that afflicted them
in linguistic theory can translate to engincering madadies in parser design. They make it
dificult to build natural-langnage systems.

The cnre for these engineering maladies should be the same in parser design as it was
in linguistic theory. It should be possible for a parser to base its actions on interacting
principles and parameters instead of complicated rule systems. The development of such a
parser would replicate in parsing practice the shift to modular theories of syntax. Just as
the shift toward modularity simplified linguistic theories, it would shorten and simplify the
descriptions of particular languages that are needed for parsers. It would thus make such
descriptions easjer to write,

1.3. A roadmap .

Section 2 will sketch the logical relationship that binds together natural-language pro-
grams. theories of grammar, and linguistics. Jection 3 will characterize the language descrip-
tions that were used in old-style syntactic theories and point out their scientific disadvan-
tages. Section 4 will show that the language descriptions used in current natural-language
programs have largely the same character and a possess a corresponding set of engineering
disadvantages. Scction 5 will describe the theoretical shift in linguistics that cured the
scientific ills of carlier thcories. while section 6 will detail the proposal that the shift should
be replicated in the design of natural-language systems. Section 7 will tentatively describe
sotne possible design characteristics of a principle-based parser, and Section 8 will discuss
the implementation technique of representing theoretical predicates and constraints implic-
itly in parser operation rather than explicitly in data structures. Section 9 will mention
related carlicr work. while section 10 will suggest a rough plan by which a principle-based
parser might be developed.

2. The logical nature of natural-language parsing

he arrangement of words in a scntence matters as much as what the words are:!

{1) (i)  Fred killed the spider
fii}  the spider killed Fred
(2 (i) fatal accidents deter careful drivers
{ii)  deter drivers accidents faral careful
{3) (i) I told Fred a ghost story
(it} [ cold Fred a ¢host atory was the last thing [ wanted to hear

A provrign that interprets sentences must know the syntactic structure of a language in

UThe fiest fonr of these examples are ‘roin Baddeley [1976:310).
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addition to the import of its words.® ® As one of its constitucnts such a program must have
a parser that recovers the structure of iuput sentences.

In many cases the parser is a separate component that builds an explicit tree-like
representation of syatactic structure. In other cases no explicit syntactic representation
is built: the recovery of structure is intertwined with the process of semantic interpreta-
tion and the parsing component is only implicit. Either way, though, the parsing proccss
analyzes an input sentence according to some theory of linguistic structure. The parser
implicitly embodies this theory, supplementing grammatical knowledge with a way of using
that knowledge to analyze sentences.

2.1. The definitive account of natural-language syntax

Any parser i3 implicitly based on a linguistic theory. Since only a theory of syntax
can specify what syntactic structure the parser should assign to a sentence. it is a syntactic
theory that defines the computational problem a parser must sulve. The defining role of a
syntactic rheory makes the choice of syntactic theory important for parsing and natural-
langnage processing.

Huinans. not machines. speak definitive “natural langnage.” The syntactic theory that
is ultimately correct will be the one that sicceeds at describing the tacit knowledge of
linguistic structure that underlies a human speaker’s syntactic abilities, Characterizing this
tacit knowledye lias long been a goal of generative linguistics.

According to linguistic theory, such knowledgce takes the formn of a mentaily represented
system of rules and principles that generate and relate various kinds of mental represen-
tations. Making up a mentally represented grammar, these rules and principles cnter into
virions unconscious mental computations that are carried out in the process of producing
and understanding sentences.

A natural-uignage program does not have to be based on the same system of rules

2()n one possible account of the lingnistic deficit involved in Broca’s aphasia, the occasional comprehension
Jifficulties of Broca's aphasics illustrate the importance of syntax. Lightfoot [1982:188f) comments:

‘Experiments. ... found that these patients could understand a seutence like The apple
that the hoy is cating is red, where the relations .unony the major words are constrained by
our knowledge of the world: apples but not boys are red: boys eat apples, and not vice
versa. A aentence like this can be understood without reliance oa the function words
and withont having to aualyze the structure of the sentence in any detailed way ...,
Ou the other band. a sentence like The girl that the Sy is chasag s tadl is more dilficult,
Both airls and boys may be tall. and aot only can girls chase boys. but .so boys can
cirwe girls, In order ro muderstand such a4 senteuce. one uceeda to be able to conduct a
detadied antalysis, identifying tlie proper role of finction werds like the, that, and is. Thia
ia bevond rhe capacity of Broea’s aphasies, and “hey do not nnderstand such sentences
in the wiy that normais do ..., In short. Droca’s aphasics cope well with seutences
where theie kuowledge of the workl can et “bhan by, They do very basily when they
must rely on a syntactic analysis of the senteuce in order to know what it meana.

TRower Schank. quoted in Winston sund Prendergast 1 108:4:1G6f). expresses quite a contriry view of the
importance of aynrax: <! rthing ... chat research on avitax shonld lave stopped tifteen years ago ...
S yutax is not worth working on ....7 If the naturad-laugnage systemw diat Schank advocates spuly ignore
syntix, they can be expected to bave the kiod of comprebiension deticit ~hat Lightfoot siys Broca s aphadics
aave {sec previons note).
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and principles that is represented in the mind of a human speaker; only an approximation
to that system is required. Indeed, the exact details of the human system are not currently
known. Nevertheless, it is the mentally represented grammar that is the ultimate standard
defining the language a person speaks. When the program grammar disagrees with the
human gramimar about the relation between sound {or orthography) and mecaning, it is the
human grammar that is correct.

If there is too much disparity between natural language and the version of natural
langnage that a program accepts. the program’s linguistic behavior can be so frustrating as .
to make it useless. A program with fanlty "knowledge of langnage” can impose inappropriate
interpretations on scemingly clear inputs. If its knowledge describes too few constructions,
it can also place irritating, seemingly arbitrary restrictions on the range of syntactic forms
it will accept.

2.2. The logical problem of parsing

Given a linguistic theory, how does it constrain the operation of a corrrsponding parser?
) The parser cannot simply read off the syntactic structure of a sentence from its surface form,
since surface form does not explicitly indicate that structure. Rather. the parser must use its
implicit knowledge of language in an active way to guide the recovery of syntactic structure.

Fromn an abstract point of vicw. the task of the parser is to find a full sy atactic represen-
tation that satisfies two conditions: the representation must be weil-formed according to the
linguistic theory that the parser cmbodies, and the surface form of the representation mnst \
be consistent with the inpnut sentence. In many cases. it is likely that two possible syntactic
representations will be well-formed under the theory and consistent with the sentence:

(1) visiting relatives can be boring

Thercfore. two parses will be possible. Sentences like {4) will hence be syntactically am-
biguous.

From the most neutral logical point of view. a theory of syntax does not constrain
parser operation beyond this simple input/output relationship. Clearly, then. a theory of
ayntax does not completely determine a parser. In addition to knowing the possible syntactic
structures of a language. the parser must possess an cffective method of putting syntactie
knowledee to nse in actual sentence processing. An LR(E) parser and an impiementation
of Barley's algorichm may both use the same context-free grammar and henee share the
siune linuuistic knowiedge. Although they will solve the same parsing problem. they will
operate ditferently becanse they have different methods of putting their grammars to use
in sentence processing. .\ theory of granunar is a theory of gramatical competence, while

the opetation of a pacser alzo lncludes aspects of crammatical performance,

Marr (1932:25) Jdistingnizhies three levels at which an information-processing system

P, X

mn-t be anderstood. At the level of computational theory. it is necesgsary to identify the goai

of the compatation, auderstaid why i s appropriate to the task at hand, and investigate

the Yoie of the strategy by which it can be carried out. At the level of representation
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one investigates the physical realization of the representations and algorithms. In Marr’s
terms. the theory of syntax is part of the level of computational theory, while a complete
description of the parsing process would include all three.

3. Language descriptions in early grammatical theories

Under early theories of transformational grammar, cach language was described by a
large system of complicated rules. The rules meticulously spelled out the details of their
operation. Although these rule systems often described the facts about various constructions

= rather successfully, they failed to meet other scientific goals of linguistics:

. e The reduction of grammatical phenomena to a complex. stipnlative rule system did
not have the explanatory power that reduction to a small zet of principles could
have.

o The choice of an unconstrained rule framework mnade excessively weak claims about
L the properties of human languages in general, since the availability of powerful
descriptive devices in rules led to the ability to describe “languages” with properties
quite unlike those attested in natural languages,

o The amount and complexity of the information required to deacribe individual
languages made it a mystery how children could lcarn languages from the evidence

i C. available o them.
K e The lack of substantial results from universal grammar made it a inystery what
constraints a child might implicitly use to choose from the myriad possible gram-

N mars compatible with observed sentences.
As section 4.2 will show, the scientific disadvantages of snch rule systems are not merely
' ol theoretical interest. They carry over directly into problems for the designer of natural-
language systems.

3.1. Complicated rule systems in early grammatical theories

Until recently, the rule systems involved in transformational theories of grammar were

s
) . . . g .. o . .
- complicated and highly laagnage-apecific. Bach rule explicitly spelled out the details of its
application. Far example, the Passive Transformation of English might have been stated as
. foilows (Fiengo, 1977:36):
-:: X N Y v NP 2
-~ (5) 1 2 3 4 5 6
aptional - .
f- 22 L 5 3 heten 4 e 6 hy2
- The zule could apply o an underlying structure that roughly corresponds to the following
- urface sentenee:
- (6) the hippeeriff loves the mermaid deeply
}‘ Operating on that structure as siiown in Figure 1. the rile would produce the following
= . sentence with accompanying stenctural information: p—
AN v
- ’ 3 :.::.:n
s
o o
MORS
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X NP Y V NP 12
4 53 6

optional 1 5 3 beten 4 e 6 by2
(a)

—
[3M]
«©

‘s xe The hippogriff | pres [\ love | [ve the mermaid | decply |

(b)

i the bhippogrilf | pres ; love | the mermaid i deeply l

X! NP Y v NP z
[ IR T S O R B A
(c)
,il; 5 3 ’be+eni4 e’ 6 by 2
; | the mermaid | pres | be+en | love | e | deeply | by | the hippogriff

(d)

Figure 1: The old-style Passive transformation (3), here repeated as (a). would transform
the structure associated with string {6} into the structure associated with string (7). The
underlying structure (b) would match the rule condition as mdicated in {c¢). The correspon-
dence established by matching would then be used to build an output structure as shown
in (d). Various theoretical details and the treatment of Tense have been glossed over in this
example.

{(7) the mermaid pres be+en loved e decply by the hippogriff

{The symbol ¢ refers to the empty constituent.) Other minor rles would apply to give the
passive marker -en and the tense pres their proper expression, and the passive version of
the sentence would emerge:
(8) the mermaid is loved deeply by the hippoyriff

The statement of the Passive rule {3) is quite complicated. The condition of the rule
ases both variabies such as X and categories such as V to describe the surrounding context;
the action of the mie inclndes two movements, the insertion of an cnipty category, and
the insertion of be, -en. and by, This complexity is still not encugh. however: since this
rule creates a hy-phrase, some ather mule will be needed for producing passives that do not

contain hy-phrases:
{9) the tempie was destroyed n 1945

The rujex defining basic constituent structure were also complicated and idiosyneratic:
they explicitly specified such derails as constiruent ovder and type. For example. Jacken-
doff 11977) propoesed the following phrase-stretnre rales to deseribe basic constiraent order

6




TaTeTe ¢

- T —ts

Principle-Based Parsing Scicnce

within a sentence:

VIII N (‘VIH) (;‘{III) Vll
{10) V" =s (have - en) (be - ing) ({ddv. + Trans]™)" V' (P} (§)

VI =V (N") (Prt'"") ((— Obj, - Detj™) (P"™) ([+ 0bj, + Compj™)
Here parentheses around a constituent indicate optionality, the asterisk indicates indefinite
repetition. and square brackets indicate feature notation. Jackendoff's V' rule could apply
to generate the verb plirase in this sentence:

(11)  the judge [, {v sent | {yw the convict | [ to prison | ]

Jackendoff also used other notational devices such as angle brackets and curly braces in the
statement of phrase-structure rules.

3.2. Scientific disadvantages of complicated rule systems

The rule systems found in carly grammatical theories had to be complicated to operate
properly. A powerful descriptive apparatus was necessary for writing down the restrictions.
Both of these facty led to unfortunate consequences.

3.2.1. Detailed rules seemed descriptively neccssary

Early generative grammarians were trying to carcfully and precisely formulate rules
that could describe the properties of various grammatical constructions. In pursuing this
goal they were driven to write very detailed rules, for there'scemed no other way to prevent
the rules from applying improperly. For cxample, the Passive mle (5) had to introduce the
copula be and the passive morpheme -en so that passive constituent order couldn’t surface
with active verb forms:

(12)  +the mermaid loves deeply by the hippogriff
It had ro mention V so that the proper insertion pozition for be+en could be specified.
Adjacency to V was also required so that other ungrammatical sentences wouldn'’t be gen-
erated:
(13) (i) John hit Bill with a club

(i1) sa club was hit Bill with
Even with the detailed rule. sotne unwanted cases might slip through depending on how the
other rles worked:
(14) (i) projects like that, he'll never get ME to support

{ii)  sme, he'll never get e to support by projects like that
And in any caze. anotlier rule would be needed for generating agentless passives such ax (9).
The rtheory would thus fail to capture any similarity between =long” and “short™ passives.

3.2.2. Complex rule systems are not explanatory

The early geammatical theories were fairly successful at uging systems of rules to cap-
ture the propertics of various constructions, but the sule systems were Lighly stipulative.
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The theories stated the rules, but could give no theoretical reasons why the details of the
rules should be the way they were. For example. the statement that a rule is obligatory is
merely deseriptive, leaving nnexplained the question of why a derivation in which it fails to
apply results in ungrammaticality,

Science is generally not content to leave complexity unexplained, saying the complexity
iz “just the way things are,” but always strives to explain it through reduction to simpler
principles. There was the possibility that the complicated rule systemns were only derivative,
corresponding to the combined cffects of more fundamental principles rather than being
fundamental in themselves. If that turned out to be the true situation, the carly theories
could still be partly correct. The general processes that they took to be involved in the
derivation of various constructions could still be involved, but with the details of their
operation following from general principles rather than the details of rule statements.

3.2.3. Complex rule systems are too unconstrained

The rule systems al:o drew on a powerful, unconstrained descriptive apparatus. In
attempting to restrict the application of rules to their proper domains. graminarians used
a wide variety of notational devices in the rule patterns or structural descriptions (SDs) of
rules:

Among the enrichments of the theory of SDs that appear in the literature,
theoretical and applied, are the following: disjunctions of {SDs], meaning
that the factors may satisfy any one of the disjuncts; wider possibilities
for {individual elements of rule patterns|; SDs defined in terms of Boolean
conditions lon the set of SDs applying to the sentence]; conditions ex-
pressed in terms of quantifiers; conditions mvolving grammatical relations
fsuch as subject and object]; SDs expressing quite arbitrary conditions on
phrase markers or even sets of noncontiguous phrase markers of a deriva-
tion: SDs expressing conditions not limited to a single derivation; SDs
involving extrasyntactic or even extragrammatical factors, e.g., beliefs.

(Chorusky. 1976:310)

If inguistic theory makes availabie withont constraint such a wide variety of mmechanisms
for nse in language deseriptions. it will make extremely weak claims about what constitutes
a possible natural language. Unless the descriptive apparatus is further constrained. the
theory of universal grammar will be scientifically vacuouns because it will claim virtually
nothing.

A\ weak theory of universal grammar is thus undesirable on gencral scicutific gronnds.
However. it is tfurther undesirable because it is incorrect: it mikes the wrong predictions
about the range of variation in natural languages. A weak theory predicts that natural lan-
suages can potentially differ arbitzarily much in structure, but this wide range of variation
is not attested.

For exiunple, w Baltin (1981:1) notes, Wackernagel's Law states that a phenomenon
caited clitieization always places clities either in second position in the sentence or attached
to the verh. There are apparently no langnaces in which clitics attach to the last noun
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phirase in the sentence. or to the third word ignoring constituent boundaries. Greenberg
{1963) cites other simpie examples of regularities among lanyguagea.

3.2.4. Complex rule systems make a mystery of language learning

A fundamental problem of generative linguistics is to discover the formn and content
} of the knowledge that 1 person acquires when learning a language. The hypothesis that
this knowledge takes the form of a system of complicated rules, complete with information
about the order in which they mmust apply and about whethicr they are obligatory or optional,
makes it hard to understand how a children could ever learn their native tongues. Stowell
: (1981:64) notes this problem in conncction with the linguistic theoriex of the sixties:

3 The very compicxity and varicty of the transformational grammars of in-

X dividnal languages frustrated attempts to develop explanatory thcories of
: language acquisition. Although there were some promising poasibilities of
! formal lingunistic universals, most of the complexitics in specific grammat-
ical rules appcared to be tremendously idiosyncratic. This was perhaps
most obvious for the transformational rules, each of which appeared to
require an arbicrary collection of clementary operations ... and various
! mysterions conditions preventing individual rules from applying in certain
environments. [t was obvious, from the perspective of a reasonable the-
ory of acquisition, that these complexities could not be directly learned
on the basis of experience. since the learning task would have to depend
on explicit negative evidence of a very abscure kind .... On the other
hand. very few of the observed conditions could be deduced from known
properties of the language faculty, lcading Chomsky {(1965:46)] to remark
that *no present-day theory of language can hope to attain cxplanatory
adequacy beyond very restrictive domains.”

With detailed systems of language-particular rules, there are just too many details in the
description of a language for the language learner ever to acquire it.

3.2.5. An unconstrained framework makes learning impossible

Language acquisition requires the learner to construct a grammar on the basis of finite
evidence. The grammar can apply to an indefinitely large range of sentences not heard
before. If the language learner is to be successful, the constructed grammar must agree
with the grammars of others in the speech community.

The Linguaze learner cannot succeed if armed only with very weak constraints on what
the structure of rhe target Lumage might be ke, There are jnst too many ways to project
heyond experience. In a sufliciently powerml deseriptive {ranework. for inztance, there
are indelinitely many granonars compatibie wirh any linite amount of Guguistic experience.
The language learner mnst use sonte principle of aniveraal grammar to choose wnong them.
Withont such a principle. the learner may uot choose a griunmar that agrees with those of
others.

An aneonstrained framework with a weak theory of nuniversal grammae gives the lan-
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Principle-Based Parsing Engincering

quage learner almost no guidance about how to solve the problem of projecting beyond a
finite range of obscrved evidence. Language learning under such circumstances is impossible.
More reatrictive theories are necessary in order to explain langnage acquisition.

4. Language descriptions in natural-language systems

Modern syntactic theories have found a cure for the scientific ills of section 3.2, and
section 5 will describe it. First, however, this section will establish that the langnage
descriptions that underlie existing natural-language parsers have many of the same problems
that beset early syntactic thcories. Parser design could benefit from the same curative
mcasures that improved linguistic theory.

The grammars that are embodied in most existing parsers cousist of complex, language-
dependent rule systems that explicitly spell out such matters as the orders and types of
constituents in various constructions. The practice of natural-language parsing is thus in
roughly the same situation as early linguistic theory: each language is described by a large
set of complicated rules that exhaustively specify the details of their application. In much
the same way that complicated. language-dependent rule systems fall short of the scientific
goals of linguistics, thcy make it difficult to meet the engineering goal of constructing
natural-language systems:

e Describing grammatical phenomena by means of a comnplex, stipnlative rule system
instead of reducing them to underlying principles leaves unanswered the question
of why the details of the rule system are the way they are. Without principles
that explain why the details should be one way rather than another, the system
designer is just as likely to get them wrong as right.

o The choice of an unconstrained rule framework makes weak claims about what
natural languages are like. The unrestricted availability of powerful descriptive
devices gives the systemn designer the unwanted ability to describe “languages”
with properties quite unlike those attested in natural languages.

o When the descriptions of individual languages are large and complex it is something
of a mystery how a system designer can ever succeed at building a parser. Surely
this notoriously difficult task could be casier with a more councise characterization
of the diiferences among languages.

¢ Large grammars can also make natural-language systems run slowly.

o Like the language learner. the system designer must arrive at a rule system that
projects beyoud the example sentenees that ~haped its desien The failure to seck
auidaice from universal grammiar leaves the designer withont constraints to aid in
choosing from the myriul possible langnage deseriptions that will work properly
on simple examples.

10
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Principle-Based Parsing Engincering

4.1. Complicated rule systems in existing natural-language pro-
grams

Whether it is an augmentced transition network, an angmented context-frece grammar,
or a set of pattern-action mles, the rule system that encodes the linguistic knowledge of
a current natural-language system is likely to be large, complicated, and highly language-
dependent. A few cxamples will illustrate.

4.1.1. Existing parsing rules are complicated

The langnage descriptions that underlie existing natural-language parsers are inade up
of complex rules that generally spell out the details of their application gquite specifically.
Like Jackendolf’s phrasc-structure rules (10), even unadorned context-free rales spell ont
1 the order, type, and obligatoriness of constituents in various constructions. Most systems,
however. spell out much more.

Robinson (1982:42), for instance, cites the verb-phrase rule shown in Figure 2 as typical
of the rules used in a system for interpreting English dialogue. {Not surprisingly given the
complexity of this rule, transcription errors appear to have affected parenthesis matching in
the published version.) ATN-based systems also use detailed tests and actions on grammar
arcs; sce Figure 3.

Even Marcus (1980). who constrains the information available to parsing rules, uses
G“ some rather complicated tests and rule-packet activations that tell the parser what con.
stituents to expect and where to attach them. Figure 4 Wlustrates. Marcus’s framework
wl=o requires the parser desiguer to notice potential ambiguities in the intcrpretation of
surface cues. writing diagnostic rules to decide between competing possible parser actions.
A diagnostic rule for a construction might be considered the most detailed rule of all, since
it requires the parser designer to consider not only the construction at hand, but all other
constructions that might look similar given the limited information available to the parser
at various points. Marcus’s diagnostic rules also tend to require access to a wider range of
information than other gramumar rules. Figure 5 gives examples.

4.1.2. Existing rule systems are large

In addition to being detailed, the deseription of a langnage that underlies a typical pars-
ing system is lengthy. A typical ATN system has scveral hundred ares: for instance, Bates
(1978:238) mentions one with 83 states, 202 arce, and 386 actions. Robinson {1982:27) ex-
plicitly describes the DTAGRAN augmented phrage-structure grammar as “large and complex,”
and the set of verb-phrase mles in that system (:45f) =ccms to bear out that description.
The piles are shown here i simplified form:

(13}  vp = v (uP1 ([uP2 / P]))
YP = Y P (NP)
VP = v (NP) ("THAT") SDEC
VP = v (IP) INFINITIVE
VP = 7 (1IP) [PPL VP / ADJP]
VP = V (IIP) (ING) [VP / BE FRED]

11
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Principle- Based Parsing Engincering

(vt VP = V (IPL (IIP2 / P));
COUISTRUCTOR (PROG E(PARTICLE (@ DIAMC:ID.SPELLING P)))
COND
((a upP1)
(OR (@ DIROBJ V)
(F.REJECT (QUOTE F.DIR0BJ)})
(conp

((e NP2)
(OR (@ INDIROBJ V)
« PgF.REJECT (QUOTE F.INDIROBJ))))
9
(OR (FMEMB PARTICLE (@ PARTICLE V))
(F.REJECT (QUOTE F.PARTICLE)))
(AlID (9 PRO liP1)
(QFACTOR (QUOTE F.PARTICLE)
LIKELY))
(caup

({2 MCOMP IP1)
(OR (Q iIP :iCOMP :P1)
(9FACTOR (QUOTE F.PARTICLE)
UNLIKELY)
(ALD (9 COMP NP NCOMP NP1)
(9FACTOR (QUOTE F.PARTICLE)

UIILIKELY))))
(T (QSET BAREV T)
(QFROM v DIRECTION DIROBJ))))
TRANSLATOR (PROGN ([COND

((2 NP)
(9SET ROLE (QUOTE DIROBJ) 1NP2)
(2SET ROLE (QUOTE IIDIROBJ) HP1)
(OSET SEMAUTICS (COMBINE
(9 SEMAITICS V)
(2 SEMANTICS 1iP2)
(2 SEMANTICS 4P1)))
(T (AND (Q NP1)
(OR (@ INDIROBJ V)
(QSET ROLE (QUQTE DIRODJ) MNP1))
(QSET SEMALTICS (COMBINE
(¢ SEMANTICS V)
(@ SEMANTICS }P1))))

Figure 2: This verb-phrase rule from the DIAGRAM systein of Robinson (1982} is complex
and detailed.

12
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(VP/V
(CAT V (AUD (GETF PASTPART)
(EQUAL (GETR V) (QUOTE BE)))
(HOLD (QUOTE !iP) (GETR SUBJ))
(SETRQ SUBJ (P (PRO SOMEONE)))
(SETR AGFLAG T)
(SETR V *)
(TO VP/V))
(CAT V (AND (GETF PASTPART)
(EQUAL (GETR V) (QUQTE HAVE)))
(ADDR TS (QUOTE PERFECT)) : -
(SETR ¥ o) L.
(T0 VP/V)) —
(CAT V (AIID (GETF UNTENSED)
{GETR MODAL)
CIULLR ¥)) L)
(SETR V *)
(10 VP/V))
(CAT V (AHD (GETF PRESPART)
(EQUAL (GETR V) (QUOTE BE))
(ADDR TiIS (QUOTE PROGRESSIVE))

(SETR V ») T
(TO0 VP/V)) -
(JUMP VP/HEAD T . .

(coiiD ({OR (GETR MODAL) (GETR MNEG))
(SETR AUX (BUILDQ ((9 (AUX) + +))
MODAL I{EG))))))

‘-. Figure 3: This simplilied ATN state forms part of the verb-phrasc network in a grammar
described by Bates (1978:208). Like the rule in Figure 2, it is complex and detailed.

VP = V (NP) [WHPP / WENP / WHADJP) [SDEC / INFINITIVE)
VP = VP (*,") [PP / INFINITIVE / ADVP]

Marens's (1980) parser is somewhat smaller; one version has 101 rules, and many of these ..ff
rules pertain to numbers, dates, and other idiosyncratic elements of his parsing application. R
In part. the smaller size of Marcus’s parser derives from the fact that it is more closely related -
to transformational accounts of graminar than to accounts that usc phrase-structure rules IR
to describe surface configurations directly. (See Marcus, Chapter 5.)

4.1.3. Existing rule systems are language-dependent

The highly language-dependent character of the above-cited systems should be clear
from the sample mles given. Surely the details of what to expect at various points in a parse
wonld change when going from Euglish to a verb-final langnage. a postpositional langnage,
or a language with no ambiguity between prepositional phrazes and infinitives,

Naturally, any rule system that expresses knowledge of a particular language must
change {rom langnage to language. The unfortunate characteristic of existing rule systems
is not that they ditfer from language to language. bat that they dilfer more than the
lannage structures do.  Existing parsers do not, scem to be modularized in such a way
that changing a single langnage characteristic corresponds to changing a single part of the
Lagenaee description. Since small chinges in underlying parameters can have larze ctfects
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Principle-Based Parsing Engiucering

{BULE main-verb PRIORITY: 156. IM PARSE-VP
- =verb] -->
b . Deactivate parse-vp.
s If ¢ is major then activate ss-final else
g if ¢ is sec then active emb-g-final.
o Attach a new vp node to ¢ as vp.
Attach 1st to ¢ as verb.
Activate cpool. )
If there is a verb of ¢ and it is passive -
then activate passive. run passive next.
If it is inf-obj then
if it is to-lesa-inf-obj then activate to-less-inf-comp andthen
if it is to-be-less-inf-obj then activate to-be-less-inf-comp andthen
if it is 2-obj-inf-obj then activate 2-obj-inf-comp
else activate inf-comp; ]
if it is subj-less-inf-obj then activate subj-less-inf-comp -
else if it is no-subj then activate no-subj.
If it is that-obj then activate thac~com§.
If there is a YH-comp and it is not utilized
then activate WH-vp else T
if the current S is major then activate ss-vp else
activate embedded-s-vp.}

{EULE YH-WITH-NP-PP-NEXT PRIORITY: 7 IN WH-VP o
=np] [=prep] -->
If the greatest poassible number of objects of c is greater than 1 . el
and 3 greposznional ghrase of 2nd and the ¥H-comp — ——
fits a pp slot of ¢ . -—
or

the greatest possible number of objects of ¢ is equal to 1
and a prepositional ghraso of 2nd and the ¥H-comp
tits &8 pp slot ol the curreant &
then run objects next else
If the greatest possible number of objects of ¢ is greater than i
then run wh-with-np-next next else o
Run too-many-nps next. EES

{RULE YH-9WITH-PP-UEXT PRIORITY: 6 IN WH-VP
=prepl [=np] --> .
It a Rreposxtxonal phrase of 1st and 2nd fits a pp slot of ¢ i
then run pp next else R
If it isn’t true that -
a prepositional phrase of 1st and the YH-comp
fits a pp slot of ¢
then if the greatest possible number of objects of ¢
is greater than O then run create-wh-trace next
else run too-many-nps next --

elge
It the lowest possible number of oblectn of ¢ ia greater than O
then run create-wh-trace next eise
run sh-pp-build next.}

Figure 4: These ruies from Marens (1980) illustrate that the rule-packet structure of the
o~ p
parser van be somewhat intricate and the mie actious can be compiicated.
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{RULE HAVE-DIAG PRIORITY: 5 IN SS-START
=shave, tnsless] [=n§] (t] -=>

If 2nd is na, n3p or Jrd is not verb, or Jrd is tnsless
then run imperative next else

run yes-no-q next.}

{RULE WHICH-DIAGH IN CPOOL

=swhich; * is not any of quant, relpron] -->
If the np above ¢ is np, mo&iblo then

label tst pronoun, relpror, zh

else label ist quant, ngatart, ns, npl, wh.}

{&ULE THAT-DIAG-1 IN CPOOL
=sthat; ¢ is none of comg. det, pronoua] (=np] -->
If there is not a det of 2nd

and there is not a qp of 2nd

and the nbar of 2nd is none of npl, massa

and 2nd is not not-modifiable
then attach 18t to 2nd as det; label ist det, ns
else if ¢ is a nbar then label 1st pronoun, relproa

else label 1st comp.}

iRULE THAT-DIAG-3 PRIORITY: § IY CPOOL

=sthat; * is none of pronoun, comp] [=np]

[#sc: the verb of the vp of the curreat s is that-obj;
the lowest possible number of objects of the curreat s
is equal to 2] -->

Label ist comp.}

Figure 3: In the framework of Marcus (1986). diagnostic rules such as these decide be-
tween diffcrent possible parsing actious when the normal grammar rules are not sufficient
to determiue what to do next.

on the surface distribution of constituents, it is not surprising that parsing rules should be
highly language-dependent when they spell out the details of their surface application.

Subject-verb agrcement provides one example. Supposc an ATN parser checks agree-
ment by storing grammatical features of the subject in a register and later comparing them
to features of the verb. If the parser is to be adapted to parse a verb-initial langnage, in
addition to rearranging arcs it will be necessary to swap the register store and register com-
parison operations. To take another example, the mechanism that Marcus (1980) uses to
construct noun phrases relies heavily on the fact that Linglish noun phrases are determiner-
initial and hence determiners will be enconntered lirst in a left-to-right scan. Adapting the
Marcus parser to a determiner-final language could require =ubstantial revision.

4.2. Engineering disadvantages of complicated rule systems

Many of the scientific disadvantages that atllicted complex. langnage-specific rule sys-
tems in lingnisties translate into engineering disadvantages that atflict zimilar rule systems
in the realm of natural-langmage processing. They help make parser design a difficult task.
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Priuciple- Based Parsing Engineering

4.2.1. Detailed rules might seem descriptively necessary

Detailed rules may seem necessary to the designer of a natural-language system just as
they seciued necessary to carly grammarians. After all, sornething must account for surface
complexity. In a parser built on context-frec rules, for example, it is necessary to have a
complicated rule system. Context-free rules directly spell out the surface orders and types
of constitnents in various constructions, so they must reflect surface complexity in rather
direct fashion.

There is an alternative, however. Modern linguistic theory accounts for surface com-
plexity by invoking the combined operation of several independent systems of principles.
If parsing were based around such principies raiher than explicit rules, there might be no
need for detailed rules in describing the “core grammar” of a language.

4.2.2. Complex rule systems are not explanatory

A linguistic theory that describes grammatical phenomena by means of a complex,
stipulative rule systemn instead of reducing them to underlying principles is at a scientific
disadvantage because it does not explain why the details are the way they are. This disad-
vantage applies in the engineering domain as well. Without principles to explain why the
details of rules should be one way rather than another, the designer can easily get them
wrong.

4.2.3. Complex rule systems are too unconstrained

It is a theoretical advantage for a theory to place strong litnits on the allowable set of
rules of grammar, since a thicory that places weak limits says very little about the nature
of language. Once again. this theoretical advantage translates into a practical one. It
would be casy to construct a language description for use in a parser if the grammatical
framework provided so many constraints that the parser dJesigner was left with no choice
but to write the correct grammar! Correspondingly, it is very difficult to write a grainmar
when the graminatical framework is completely unconstrained, giving no clues at all about
the propertics of the correct grammar.

A somewhat frivolons example may help to illustrate the point. In an unconstrained
parsing system, the grammar writer is given complete freedom to write the gramnmar accord-
ing to perzonal choices. There is nothing to stop the parser designer from writing rules that
are scnsitive, say, to whether the number of words processed so far in the input sentence is
prime.

Such freedom is an advantage to a programmer who intends to write a prime-nwnber
generator. but it is a hindrance to the designer of a natural-language system. Rules about
prine numbers are not needed for parsing any aatural langnage, 2o the major freedom
grauted is the freedom to make mistakes.!

*In a sense. the search for a restrictive parser-writicg framework is thus similar in spirit to rhe efort within
comnputer wcicnce to desigu compnter langnages that do not ailow certain kinds of rroncous programs to be
expressed. In both cases, there is an attempt ro it the framework suther exactly ro the range of probivins
o he soived. Just a8 pritne-nnmber rules are nor needed for deseribing natural-languige svntax. programs
that apply operations to inappropriate data types are not needed for nseful progranuning applicationa.
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In reality there is little danger that the parser designer will accidentally write into the
grammar a dependence on prime munbers, but there is a danger that the designer will write
in conditions that are unnatural in other ways. The more constraints a theory can offer,
the more guidance it offers the grammar writer: the more constraints the better, so long as
the constraints do not rule out the correct grammar for the language at hand. A tightly
constraining theory of grammar makes the grammar writer’s task easicr.

A restrictive theory of universal grammar can also expand the available range of parser
implementation options. The more specific the restrictions on graminars, the greater the
probability that special properties of grammars may allow them to be cfficiently processed
or perspicuously implemented. To take an example outside the domain of natural language,
finite-state automata can be simulated inore simply if they are known to be decterministic
than if they may be nondcterministic.

4.2.4. Complex rule systems make describing particular languages difficult

A linguistic theory that hypothesizes large systems of language-specific rules as the
basis for the native speaker’s knowledge of language is at a scientific disadvantage because
it cannot account for the ease with which children acquire their languages. The description
of a language takes too many details.

T T TV ow -

This disadvantage also operates in the enginecring domain. The difficulty of writing
a language description for a parser can be expected to grow as the description gets larger.
‘~ The parscr designer cannot easily understand an ATN system with hundreds of states and
thousands of arcs. Just as concise characterizations of the s.yntactic paruneters along which
languages differ make it possible to approach the goal of explaining language acquisition,
they can make it easier for the parser designer to specify the differences among French,
Italian, and Warlpiri.

S A A Y o

4.2.5. Complex rule systems can slow down parsers

The size of the underlying rule system figurcs in the running time of many parsing
algorithms. Earley's (1970) algorithm for parsing context-free grammars, for example, can
quadruple its running time when grammar size is doubled.’

T v

4.2.6. An unconstrained framework makes systemn extension difficult

Explaining how a language can be acquired on the basis of finite linguistic experience is
a major theoretical goal of lingnistics. The Janguage learner cannot suceeed given only weak
constraints on what the structure of the target language could be like. In an unconstrained
) framework. an indefinitely large number of grammars will be compatible with any linite
amount of linguistic experience. Few of these grammars will yield appropriate results when

- applied to zentences not heard before,

$This argnes azainst Fodor's (1083) claim that modular systems of graunmar lead to less efficient parsers.

Fodor claims that a parser bhased on a moduliar theory will be at a disadvaugtage becanse it must access aud

integrate infonmation from more than one source. On the one hand the possibality of fimited parailelism

.. can vitiate "hat objection. while on the other hand the combinarorial cffects involved in 3 non-modular
system can increase its sze enough to make it run more slowly rather than faster.,
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Principle-Based Parsing Modular theories

The designer of a natural-language systemn faces a problem that in a few respects
" is similar to that of the language learner. Any language description that the designer
constructs will project in some way beyond the example sentences that shaped its design.
_ In an unconstrained framework, the designer can choose from a multitude of systems that
. will work properly on the examples that have been considered at a given point. Only a

few, however, will also apply properly to complex examples. An unconstrained framework
gives the designer no help at making a felicitous choice. It treats more or less equally the
different possible ways of projecting beyond the examples considered so far.

The ultimate possibility of cxplaining language acquisition shows how far a restrictive
; theory of universal grammar could in principle go toward making the task of language de-
scription easier. With language acquisition well-understood, a mechanical algorithm might
be implemented that could acquire the syntax of a natural language through exposure to
its sentences. The task of writing a syntactic description of the target language would then
be trivialized.

5. The shift to modular theories of grammar

- Sections 3.2 and 4.2 have shown that language descriptions made up of large systems of
detailed rules have both scientific and enginecring disadvantages. Modern linguistic theory
has cured those scientific ills by shifting from the study of complex rule zystems to the study
of modular subsystemns of grammatical principles and parametcrs.

)

Ruley still exist, but the rule systems are increasingly regarded as simple and impover-
ished. No longer does cach rule meticulously spell out the details of its application; rather,
the conditions of proper rule application are determined by general principles that constrain
lingnistic representations. Many of the principles are universal and hence are not stated in
the descriptions of particular languages.

The new modular theories of grammar solve many of the problems that were associated
with carlier theories:

o They provide better explanations of many grammatical phenomena by reduncing
them to a small set of principles rather than a complicated, stipulative rule systemn.

o They allow universal grammar to place strong constraints on the possible range of
“core syntactie rules” since they do not require the details of rule.application to
be stated in the mies themselves,

)
.
.
h
b
E

o They reduce the mystery of language acquisition by condensing the basic syntactic
deseription of an individud langnage down to a set of values for a small list of
parancters. Grammars are no longer hnge and complicated.

e The strong constraints that they place on possible grammars simplify the language
learner’s problem of choosing {row the possible grammars compatible with observed

sentences. The number of possibie grammars is no longer astronomical.
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5.1. The scientific benefits of modular theories

The surface behavior of a system that is compaosed of interacting components usually
prescnts a bewildering array of complexity. When such complexity shows up in the theory
of a system as well, it is often a symptom that theory has not yet penctrated to the true
underlying principles that govern system operation. A theory that nceds epicycles upon
epicycles may be describing derivative cffects rather than fundamental laws.

Recent linguistic theories attempt to understand the apparently complex properties
of various constructions as arising from interaction among different principles and gram-
matical subsystems. When such modular theories are possible, they can be expected to
have scicatific advantages. Through the process of untangling separate effects they are able
to reduce to simpler priuciples many of the complicated stipulations that would otherwise
scem necessary.

-———

5.1.1. Modularity yields brevity and simplicity

t According to a modular theory of grammar, surface linguistic phenotnena result from

the interaction of independent snbsystems of grammatical rules and principles; the compo-
: nents of different subsystems typically have different functions and properties. According
- to a non-modular theory, surface linguistic phenomena result from the operation of a single,
unitary rule system; grammatical rules are of the same type throughout.

When the phenomena at hand admit a modular description, a modular theory will be
simpler than a non-modular theory. If it is possible to describe the phenomena in terms of
separate subsystems acting independently, then a modular theory can simply describe the
separate subaystems. A non-modular theory, however, inust describe the combined surface
cifects becanse it refuses to untangle the separate underlying factors.

I It is casy to find examples of how the choice of a non-modular theory over a modular
one can cause grammar cxpansion. For example, the grammar gets larger when phenomena
such as subject /verb agreement and apparent movement of displaced constituents are han-
dled in the same rule system that defines the basic constituent structure of the lunguage.
Consider a non-modular rraunmar that handles subject/veeb agreement by multiplying the
number of rules and nonterminals in the grammar, using such rules as § => NI°,; VP4 and
L S = NP, VPp. Such a grammar will be larger than a modular grammar that treats sub-
ject/verh agrecinent by superimposing agreement rules on a simpler grammar that ignores
agreement.

iy

- 5.1.2. Modularity yields tighter constraint

Since a modular theory separates subsystems that have different properties, a modalar
theory can also make stronger claims than a non-modular one. Suppose a modular theory
postulates subsystems of rules of types A and B, while & non-modular theory nses only a
single tule type C. Rules of type A and type B must have somewhat ditferent properties, or
there is no reason to place them in different subsystems. It 18 unavoidable. then, that the
statemeuts that ean he made about rules of type € must be weaker thaa the statements

o ste 0]

that can be made abont rules of types A and B. Certain generalizations are necessarily lost RO
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in going to miles of type C, since two mechanisms with different properties have been made
to look alike: the properties that distinguish rules of type A from type B cannot be true of
all rules of type C. As usual. increased generality yiclds weakened constraint.

Early transformational grammars, for instance, used the single mechanism of transfor-
mations to describe both the reference of pronouns and the displaced position of wh-words
in questions. More recent theories assign the treatments of these phenomena to separate
grammatical components. A transformation handles wh-movement, but interpretive rules
handle pronominal reference. Clhomsky (1976) notes that once transformations and inter-
pretive tules are separated, they can be seen to have dilferent properties and obey different
scts of constraints. It is possible to tighten the range of possible transformations as well as
the range of possible interpretive rules.

5.2. Factoring constraints out of grammatical rules

Factoring general constraints out of syntactic rules simplifies grammatical theory be-
cause constraints do not have to be repeatedly stated in the conditions of rules to which
they apply. The situplification of individual rules also reduces the number of rules nceded
because many rules that were distinct in earlier theories turn out to be the same when
clnttering details are removed.

5.2.1. Transformations have been reduced to simple forms

Generative grammarians have long sought to discover‘the restrictive set of conditions
on possible rules of grammar that allows the language learner to converge on the .correct
grammar based on limited evidence. The shift from rules to principles has its historical
roots in the quest to reduce the possible variety of transformations.

Chomsky (1976) proposed to impose on the structural deseriptions of transformations
a condition that would restrict the use of categorial symbols such as NP. An SD would not
be allowed to mention two suceessive categorial symbols unless one or the other represented
a constituent changed by the rule. In particular. the following detailed SD for Passive would
be ruled out:

(16) XNP Aax VNP by A X
{(Here A is a dummy marker.)

Under Chotnsky's proposed restriction and some additional assumptions, the SDs for
the main operations involved in the derivation of passive sentences would have a simpler
Jorm instead:

(17) XNPXNPX

This line of argument eventually led to a very general formulation of the movement rule
involved:

(18) Move NP

The movement involved in Passive was thus :ecu as one manifestation of a rule that says

“move any NI> anywhere” rather than the result of a rule with a detailed coatext of appli-
cation.
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When traditional transformational rules were simplificd in so drastic a fashion, many
that had previously been considered distinct collapsed into one. For example, the traditional
rule of Raising to Subject caume out as just another manifestation of Move NP:

(19) (1) [ve €] scems the bear to be hungry
(i)  the bear secms e to be hungry

Another whole collection of grammatical processes came out as instances of another simple
rule called Move-wh.

In the new theories, traditionally distinct grammatical processes were thus regarded as
formally identical. They no longer corresponded to the operation of separate rules:

The notions “passive,” “relativization,” can be reconstructed as proceases
of a more gencral nature, with a functional role in grammar, but they are
not “rules of grammar.” (Chomsky, 1981:7)

It was clear that the complexity of the transformational component would be reduced if
transformations had the simple and general character illustrated in (18) rather than the
detailed, one-rule-per-process character of the old rules such as (5).

5.2.2. Constraints rule out misapplication

As Chomsky realized, however, rules such as Move NP overgencrate massively unless
restricted in some way. Consider this “derivation,” for instance:

(20) (i)  John saw Bill
(i) Dillsawe

Why can't Move NP turn (20i) into {20ii)? If it were to turn out that some ad hoe condition
wonld be required in order to prevent such derivations, there would be no advantage to
~simplifying” rules down to minimal form. Complexity wonld simply be shifted from one
part of the grammar to another.

No ad hoe conditious are required. however, Most of the “bad” movements are ruled out
by conditions that have independent justification. For exaimple, the above movement is ruled
out independently by several different general conditions in modern lingnistic theory. One of
she simplest is the principle of recoverability of deletion.® which among other conscquences
forbids a rule from moving a constituent into a position that already hiw another constituent
in it. In the above case. recoverability of deletion forbids moving Bill on top of John.

Other misapplications of Move NP ace miled ont by other independently motivated
principles of grammar. Modern theories fuctor out general construnts, maintain simple
formulations of transformational rules. and thus achieve two simplifications. A grammar is
simplified when a general condition is stated ance rather than many rimes in many rules,
and it is shrunk when the removal of detailed specifications from miles causes previously
distinet rules o fall together.

%The recoverabiiity principie itsclf was once «tated i individnal rules rather rhan factored out as a separate
constraint. Nee Lasnik (1976:2).
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5.2.3. GB-theory uses modular subsystems of principles

o Modern transformational theory goes by the name of government-binding theory, or
GDB-theory, because the technical notions of government and binding play a central role.
L Current GB-theory” postulates four gramunatically significant levels of description. The
. level of D-structure expresses the assignment of @-roles such as Agent-of-Action to appro-
priate constituents. A D-structure position may not cxist unless “licensed” in one of a few
ways. D-structurc configurations are also constrained by X-bar theory, which is concerned
with the structural relationships between the “head” of a phrase and it + various satellites.

D-structure is converted to S-structure through the operation of rules of the form
= Move «, where a is a constituent. (Move NP is one subcase.) Movement leaves behind an

empty trace associated with the moved constituent. S-structure is essentially an enriched

version of ordinary surface structure. S-structure representations are mapped indepen-

dently to representations in the LF (logical form®) and PF (phonetic form) components.
As currently conceived, the level of LF functions largely to indicate the scope of quantifiers
. and similar elcments. Various conditions restrict the relationship between a quantifier and
L-- its bound variables at LF. The Empty Cuategory Principle also places requirements on the
distribution of empty categories at LF.

The 0-eriterion applies at all linguistic levels and requires (ronghly) that each noun
phrase be associated with one and only one 0-role. Since the chain formed by a moved
constitnent and its traces is assigned 0-rcle as a unit, the f-criterion acts as one constraint

i on movement. The Projection Principle requires representations at various levels to be

‘ fundamentally just projections of lexical items. in the sense that the properties of lexical
:'.: items (such as whether or not a verb is transitive) must be represented at cach linguistic
o level.

e Chomsky (1981) briefly describes several subsystems of principles in an introductory
. passage:
The subsystems of principles include {bounding theory, goverment theory,
; 0-theory, binding theory, Case theory, and control theoryl. Bounding the-
- ory poses locality conditions on certain processes and related items. The
: central notion of government theory is the relation between the head of a

'. construction and categories dependent on it. 0-theory is concerned with

- the assigninent of thematic roles such as agent-of-action, etc. {henceforth:
3:‘: 0-roles). Binding theory is concerned with relations of anaphors [referen- ',:.‘_‘_.‘1
RS tially dependent clements such as “cach other™ and NP-trace], pronouns, :'_{'\_3
names, and variables to possible antecedents. Case theory deals with ‘.-:_'.'."

- assignntent of abstract Case and its morphological realization. Control

" This sreatly condensed summary is bascd on Chomsky (1081) and on Chonisky’s Fall 1983 class lectures.

Y=Louical fortn™ is naed as a technical term within GB-theory. In this context. the ordinary meaning of
the termy is ouly suggestive and can be ausleading. Representations at the LF level do not carry all of
*he infonnation that is relevant to logical form in other senves. For example. the LF representation of a
sentence according to GB-rheory is uot directly relevaut to determiniug the logical vadidity of inferences
that ight be drawy romn the seatence: similarly, the oceurrence of a quantificd variable at the LF level
carries no ontological conunitmzent. despire the famous dictam that to be is *o be the value of a bound
variable, Sce Chomsky (1051:17).
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theory determines the potential for reference of the abstract pronominal
element PRO [which is the subject of the infinitive in a sentence such as
“I like to watch TV™]. (:5f)
'Bjinding and Case theory can be developed within the framework of gov-
ernment theory, and ... Case and (-thcory are clasely intercounected.
Certain notions, such as c-command, seem to be central to several of
these theories. Furthermore, [these subsystems] interact: e.g., bounding
theory holds of the rule Move-a (ie., of antecedent-trace relations) but
not of other antecedent-anaphor relations of binding and control theory.
Each of [the subsystemsj is based on principles with certain possibilities
of parametric variation. Through the interaction of these systems, many
properties of particular languages can be accounted for .... Ideally, we
hope to find that complexes of properties differentiating otherwise simi-
lar langnages are reducible to a single parameter, fixed in one or another
way .... (:6)

Obviously, this is not a complete introduction to GDB-theory, but it should suggest the nature

of the constraining principles that are involved in GB-thcory and its variants,

5.2.4. A detailed Passive rule is no longer necessary

‘- As an example, consider the detailed Passive rule (3). In modern terms, the old rule is
not a separate rule of grammar, but merely one subcase of Move NP. The details mentioned
in the old rule result from the iateraction of various principles,

Passivization can’t apply with active verbs because an active verb assigns a 0-role to
its subject. The O-criterion forbids a position that receives a ¢-role from being empty at
D-structure, so recoverahility of deletion will prevent the object from moving into subject
position.

Passivization must leave an empty trace behind because all movement rules do. It isn’t
necessary to stipulate that fact as a property of Move NP. {If there were no trace, a moved
NP would lose its d-role and violate the 0-criterion.)

Passivization is obligatory with passive verbs because of a principle of Case Theory
that requires a noun phrase to have some case such as nominative or objective assigned to
it. According to modern theory, passive participles do not assign case. The noun plirase in
object pozition must move to a case-assigning position.

Various other details also follow. The copula be is required with passive verb phrases
because they are thought to have the categorial status not of an ordinary verb plirase, but
of a nentradized eategory intermediate between verb phirase and adjective. Subjacency, the
major principle of bounding theory, rules out some other improper movements,

5.3. Factoring constraints out of grammars - ','»'.:_3

The shift from detailed rules to systems of principles has alzo strengthened the theory L
of nuiversal erammar. Tn addition to factoring constraints out of individuad mles, synractic
theories can factor some constraints out of grammars entirely. Many constraints are thought
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to hold for all natural langnages and hence do not need to be stated in the descriptions of
individual languages such as English and French.

When the properties of universal grammar have been factored out, the specification
of the “core syntactic structure” of a language amounts to no more than a selection of
particular values for parameters from a small list:

Universal grammar will provide a finite set of parameters, each with a
finite number of values, apart from the trivial matter of the morpheme or
word list, which must surely be learned by direct exposure for the most
part. (Chomsky, 1081:11)

These parameter settings interact with various principles to yield the language-particular ef-
fects that were attributed in carlier theories to the operation of detailed language-particular
rules:

Languages may select from among the devices of universal grammar, set-
ting the parameters in one or another way, to provide for such gencral
processes as those that were considered to be specific rules in earlier work.
At the same time, phenomena that appear to be related may prove to
arise from the interaction of several components, some shared, accounting
for the similarity. The full range of properties of some conustruction may
often result from interaction of several components, its apparcnt complex-
ity reducible to simple principles of separate subsystems. This modular
character of grammar will be repeatedly illustrated .... (:7)

In effcct, recent theories can derive from deeper principles many syntactic facts that were
merely written down (in the form of rules) in previous theories.

In linguisties, a theory of universal grammar that allows for only limited, parametric
variation in basic structure from one language to another has three major advantages over
one that allows a wide variety of complex, language-specific rule systems. It is preferred
because of three major advantages. First, it makes stronger claims about the nature of
natural langnages, heunce is preferred (if true) on general scientific grounds. Sccond, it
limits the amount of information that is needed to characterize the structure of a language,
hence can help make it possible to explain how a language can be acquired by children on
the basis of limited evidence. Third. in cases where it can derive details of “rules” from
general principles, it provides a better explanation for those details than a theory that
simply writes them down.

5.4. Correcting the deficiencies of complex rule systems

§45.2 and 3.3 suggest that by nntangling the effcets of separate underlying subsystems
of grammar, modern theories of yrammar have come closer to uncovering the principles
that form the tme basis of syntactic knowledge. The new theories postulate zimple. re-
stricted mies instead of complicated ones drawn from an unrestricted friunework. They
view syntactic variation from languase to lamage as characterized by a smadl number of
paramnecters rather than alarge body of detailed rules. Where possible. they have factored
out geneeal conditions both from mles and from langnage deseriprions.
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The development of modular theorics has cured many of the scientific ills of earlier e
theories of grammar. Fundamental principles support better explanations than stipulative S
rules. Separating different grammatical components from one another allows stronger con- )
straints and more sweeping simplifications within each component. The theory of limited s
parametric variation condenses language descriptions to a small size and makes language
acquisition seem possible.

6. Replicating the shift to modular syntax

Old-style grammatical theories and current natural-language parsers both use compli-
cated rule systems to describe the syntactic structures of languages. Such rule systems
have been superseded in grammatical theory because of scientific shortcomings, and for
corresponding reasons they cause diffienlties in parser design as well.

The cure for these engincering maladies shouid be the same in parser design as it was

in linguistic theory. The shift to modular theories of syntax should be replicated in parsing T
practice. Such a shift would make it easier to design natural-langnage systems because it k =
will shorten and simplify the necessary underlying descriptions of particular languages. - -
6.1. Rules and principles in parsing

A successful branch of lingnistic theory has largely abandoned complicated, language-
specific rule systems in favor of simpler subsystems of principles that can account for many
of the same facts. Given the enginecering disadvantages of old-style rule systems, why hasn’t
parser design already followed suit? The answer lics partly in the fact that there are no well-
understood ways of using the new modular linguistic theories concretely in the processing
of sentences.

It is fairly clear how to embed a context-free grammar in a parser; many parsing
methods for such grammars have been developed. More generally, it is often easy to imagine
many ways to base a parser on a system of rules that is explicit about such matters as the .
surface order and composition of the constituents of various coustructions. In many cases '.-:'_-:-"
the rules can be put to use in relatively direct fashion for the recovery of syntactic structure. S

For example. an §LR(0) parser (Aho and Ullman, 1977) can be said to use context-free -
grammar rules rather directly becanse it operates by simply tracing through the grammar
rules, placing dots in the rles to indicate its position. Since a context-free ¢ratnmar
explicitly spells out the order and type of constituents in various constructions. it is a

simple matter to keep track of what is expected next:
o [fthe item A => D.aC is currently one of the possible deseriptions of progress so

far through the inpur. this means that a phrasc of type A is expected and its tirst 5N

constituent. a phrase of type B, has already been proceszed. An a van be expected

next: f the uext input symbol that is read is indeed an a. the item i3 advinced to

read 4 = Ba.C.

o When an irem with a dot at the end becomes current. it means that the end of an

expected constitnent has been reached: ¥ A == PaC’. ix & curcewr item. then any
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item of the form P = Q.AR that was current before the A-phrase was sought
should now be advanced to read P = QA.R.

¢ When an item with a dot before a phrase symbol such as A becomes current, it
means that a phrase of the indicated type is expected next. The rules expanding
that phrase type are consulted to start the parser off on its path through the
expected phrase; when P => (Q.A? was first current, the expected A-phrase
would have been sought through activation of the item 4 == .DaC.

Although [ have suppressed many details in this deseription of SLR(0) parscr operation, it
should be clear that the SLR(0) parsing method makes direct use of the information about
constituent order and constituent type that is spelled out in context-free graminar rules.

It is less clear how to implement a parser for a linguistic theory in which constituent
order and constituent type in a construction are not explicitly spelled out, but follow in-
stead from the interaction of various general principles and requirements. Such a theory
does not directly say what various constructions look like on the surface; indeed, it would
be redundant for the theory to do so. since it derives surface characteristics from other
principles. As a consequence, it is more difficult to see how the parser can bridge the gap
between structure and surface appearance.’ Few implementation models are known for
the new modnlar, principle-based theories of grammar. The models that do exist use the
principles of grammar only indirectly.

Berwick and Weinberg (1984), for instance, point out that the Marcus parser can be
considered an implementation of a recent linguistic theory because it uses similar represen-
tations and mimics similar constraints. However, the rules and organization of the Marcus
parser do not correspond directly to those proposed by theorists. “Metarule” systems such
as that of Gazdar (1981) also can also be used to implement new-style transformational
theories.!® However, the function of metarules is the precomputation of a large set of ordi-
nary context-free rules. It is the context-free rules rather than the nnderlying grammatical
principles that are then put to use in sentence processing. A metarule implementation of a
new-style theory destroys its modular character by multiplying out the surface consequences
of its various components. The context-free “object grammar” that results from applying
metarules to a context-free base can be quite huge — containing “literally trillions of rules,”
in the words of Shicber (1983:4).

6.2. A research proposal

Computational lingmistics should fill this gap in our understanding of how to pnt lin-
quistic knowledge to use in sentence processing., Researchers zhould replicate in parsing
practice the shift to modular. principle-based theories of syntax. According to recent lin-
auistic theory. complicated. linguage-specific rule systems do not form an inportant part
of a person’s avutactic xnowledye. Perhaps. then, such svstems need not toem the basis for
the recovery of synractic structure.

The research provram that is proposed here secks to discover how to base a parser on

TWhatever otfect that fact has on he JdifSienity of parser design, however. it does not imply that parsing
wiil be “less etficient”™ than with a anrfacc-oriented system, That question could cone out vither way.

19:Thiyv is 2ot the wterpretation that proponents of metaruie systems intend.
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interacting principles and paramneters rather than on rules that individually stipulate the
details of their operation. It should be possible to use many of the priuciples “directly”
in parsing, without precomputing their effects. If parser operation were based on linguis-
tic principles rather than large sets of stipulations, results from universal grammac could
shorten and simplify the language descriptions used in natural-language parsing, Parser
design as well as linguistic theory would be able to view syntactic variation from language
to language as characterized by a small nunber of paramecters rather than a large body of
detailed rules. The notion of relatively direct realization of a grammatical theory could also
be clarified.

More concretely, a parser could use principles rather than stipulative rules to detect
the site of NP-moveinent in a passive sentence. It would insert a trace after the passive
participle not because the grammar writer had written a language-particular rule that
explicitly directed it to do so. but because it in some way directly respected the principles
of case and f-role assignment that force the conclusion that the post-participial position
must have been a movemnent site,

6.3. Characterizing the proposed research program

The research program that is proposed here should draw on methods and results in
several intellectual disciplines:

e It is a problem in applied computer science to investigate appropriate implementa-
tions of linguistic theories. In computer science, ant abstract object is characterized
by the set of opcrations defined on it. A description of the representations, princi-
ples, and rules that a linguistic theory postulates can serve as the specification for
a family of abstract objects that help implement a parsing model for the theory.

e It is a problem in applied linguistic theory to take an account of the speaker’s
knowledge of language and put it to use in rccovering the syntactic structure of
sentences.

e It is a problen in engineering to try to imnprove the performance of natural-language
processing systems. A parser that is based on an accurate and explanatory theory of
linguistie structure has a better chancee of accurately recovering that structure than
a parser that is based on a large set of complicated rules. {There is no advantage,
however, unless the implementation is both faithful and computationally practical.)

o It is a traditional goal in artificial intclligence to work toward systems that can
learn rules instead of having them adl built in. Learnability is an explicit concern
in modern generative lnguistics, and there is more hope of =etting from oxperience
the values of tightly coustrained lingnistic parauneters than of inductively building
up a complex set of rules,

o [t expands the realm of parsing theory to propose new parsing alzorithms. As noted,
most cuerent parsers are driven by sets of rules that directly specify constitnent
order. In contrast. the propesed new parser is to be driven by sets of principles
that indirectly determine constituent order.

o 1t is of interest in coynative paychology to propose new models of how knowledge of
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language can be put to nse in sentence processing. Each new parsing algorithm is !
potentially a new candidate for a model of how humans process language.

PR S S

o It is of some interest in linguistics to discover in what respects a theory does and
does not suffice to deterinine the structure of sentences. A parser implementation
that actually processes scntences cannot help but shed light on this question.

The entire project amouuts to taking modern linguistic theory seriously, toward a variety
of cnds.

6.4. Encouraging anecdotes

The ultimate success of this line of rescarch cannot be predicted ahead of tiine. How- L
ever, there is anccdotal evidence that the cffort to factor out underlying principles instead .
of describing their surface cffects can in fact yield enginecring bencfits as expected. Small g
is beautiful when it comes to the amount of information a parser designer inust specify
in order to parse a new language, and these examples show that a shift toward modular .
organization can indeed decrease the size and complexity of a parsing system. When in-

Jdependent but interacting underlying principles are involved, a rule system that multiplies o
out their surface effects is clumsy.!! BN
6.4.1. Factoring out Aux-Inversion makes Marcus’s question rules simple :-v:"_j:

Redundancy in a rule system often signals that the process of factoring surface ap- - -

pearances into underlying principles is not complete. The ability of modular factoring to
reduce redundancy is illustrated nicely by the coutrast between Robinson’s and Marcus’s
treatments of yes/no questions. Consider the rules for yes/no questions in the DIAGRAM
parsing system of Robinson (1982):

(21)  sq = BEP NP ((ADV) (ING "BE") PRED) —
SQ = MODALP NP (ADV) PPL “BE" ((ING "BE") PRED) e
SQ = HAVEP NP (ADV) PPL "BE" ((ING "BE") PRED) L
SQ = DOP NP (ADV) VP AN

SQ = MODALP NP (ADV) (HAVEP PPL) (BEP ING) VP
$Q = BEP NP (MOT) ING VP
SQ = BEP "THERE" (NP) ([ING {"BE* PRED1 / VP] / PRED2 / SREL]) e
S@ = (MODALP "THERE" (NOT) (IIAVEP PPL) BEP T
(NP) ([ING ["BE"™ PRED1 / VYP] / PRED2 / SREL))
SQ = HAVEP "THERE" PPL "BE" (NP)
([ING ["BE" PRED! / VP] / PRED2 / SREL]) T

There i3 much redundancey in the statement of question rules themnselves. and there is even
more when a few of the completely separate rules involved in the corresponding decluratives

are congidered;

YThe compiexity that cesulta from nsing a non-modular, surface-oriented Stanework reaches a striking
extreme in the parsing system deseribed by Sager (1951}, Based on Zellig Harris's structuralist string-
analysis framework and tweaty vears in the miaking, the ayatem uses 4 plethiora of fies and category types,
It 1sem at least {0 expansions for riie yuppoved ciutesory “ohject.”
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{22) SDEC = "THERE" (AUX) BEP NP ([ING {VP / "BE" PRED1] /

PRED2 / SREL])

SDEC = NP (AUX) (ADV1) BEP (ADV2) (PRED)
AUX = (MODALP) (HAVEP PPL) (BEP ING)
SDEC = NP (ADY) (AUXD) VP
AUXD = [AUX / DOP]
“ Robingon (1982:32) seems aware of some aspects of the redundancy problem:

[Wle feel that there is some loss of generality in writing so many sepa-
rate rules that have so many elements in common, and we are therefore

exploring the possibility of deriving some rules from other rules. -

In contrast, Marcus (1980) is not constrained by his rule framework to spell out surface L
configurations, and he is able to capture many of the consequences of Robinson’s complex oy
rule set for questions by supplementing his independently required rules for actives with [RRARR
two simple parsing rules that are related to the traditional transformation of Aux-Inversion: LA ‘1
(23) {rule YES-NG-Q in ss-start i”""‘
<4

(=auxverb] [=np] -->
Label ¢ s, quest, ynquest, major.
Deactivate ss-start. Activate parse-subj.}

{rule AUX-INVERSION in parse-subj

{=auxverb] (=np] --> .
Attach 2nd to ¢ as np.

Deactivate parse-subj. Activate parse-aux.}

In the Mareus parser, as in transformational grammar, surface constituent order in yes/no
yuestions is taken to be derivative. The surface order is not to be spclled out directly
with nos-modular rules like those in Robinson’s grammar. Rather, the word order of
yes/no questions results when the processes that determine word order in declaratives are
perturbed by a separate process that Marcus factors out as a simple pair of rules.

6.4.2. Separating syntax from scmantics also simplifies rule systems

The compiexity of a parsing system can also be reduced when knowledge of linguistic
form and knowledge of the world are separated into different modules. On the theorctical
gide. Grimshaw (1979) showed that mixing syutactic and scmantic requircments led to a
larer overall description of the relationship between verbs and their complements. On the
practical side. mixing the semantic component of 4 program into its syntactic rule =ystem
will typically make it necessary to duplicate the same semantic tests and actions in the rules
that parse adl the syutactically distinct ways of expressing roughly the same idea. Robinson
{1982) mentions the undesicability of duplicating a single scmantic action in several different
srammar rules. and the expericnce of Bates with semantico-syntactic and purely syntactic
ATN systems also seems to support this point:

Semantic grammars tend to be much larger than syntactic grammars
which aceept the samne set of sentences, The largest ATN grammar this
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author knows of is one she wrote for the BBN speech understanding sys-
tem ...; it contained 448 states. 881 arcs, and 2280 actions but was more
limited in the varicty of constructions it could accept than an 83 state, 202
arc, 386 action syntactic grammar for the same system. (Bates, 1978:238)

Another practical advantage of keeping syntax separate frotn semantics is that — once
again — it saves the parser designer from the task of explicitly working out the interactions
and writing thern into the rules. Bates continues:

Another drawback to a semantic grammar is that it must be written anew
if the domain of discourse is changed. and it would be extremely im-
practical to attempt to write such a grammar for anything but a limited
application arca. (:238)

Evidently a modular approach leads to a system that is both less bulky and easier to modify.

7. Some possible characteristics of the proposed parser

This section suggests some tentative choices for the design of the parser. Some choices
must be made in order to preserve the benefits of modular syntactic theories. Others are
not forced and thus represent only onc point in the spectrum of possible research strategies.

7.1. Parsing under the control of principles of grammar

The general function of a parser for a grammar G is to “understand sentences in the
manner of G.”!* The parser carries out this function by assigning structural descriptions
“under the control® of principles of grammar. This characterization of parser operation
leaves open a spectrum of options for the degree of dircetness of “control” by the gram-
mar. At one extreme of the spectrum, control by the grammar might amount only to the
imposition of an inputjoutput constraint.!> The operation of the parser would then he de-
termined largely by performance principles distinct from rules of grammar. At the opposite
extreme. the graminar might force each internal step of parser operation. The contribution
of performance principles wonld then be much smaller.

The spectrnm of directness of control corresponds to a related spectrum of directness of
constraint on internal representations. At one end of this vpecrrum, the requirement that the
parser “understand sentences in the manner of G° might be enforced only at parser output,
The onerations of the parser would be allowed to build internal representations that did not
satisfy the principles of G s0 long as they did not surface at the outpat. At the opposite
end, the requirement might be enforced incrementally as invariant constraints on internal
representations. The atructure-building operations of the parser wonld be constrained 0 as
to build representarions satisfying the prineiples of (7. Satisfaction of the ontput coustraint

"I This phrase is rom Milier and Chowsiy {1963).

e fmpeactical *Britiah muscun adgorithm® of generating all possible atraetupal deseriptions and using
“hie graznunar o mie ont rhose that are nusatifactory fuis close to this end of the spectrn, but the kind
of “unnatural” parsing agorittun deseribed by Alo and Ulhinan {1972:272) Gills even closer, since it does
not 'se the gramnar at all, but oniy happens to produce the rigie derivations,
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would follow as a special case.

Coutrol and constraint of a parser by the principles of universal and particular gram-
mar can thus be direct or indirect. The goal of translating into parser design the benefits
of modern principle-based linguistic theories suggests that a relatively direct implementa-
tion might be appropriate. One can envision a parser that is a direct implementation of
GDB-theory {Chomsky, 1981) in that it recovers the linguistic descriptions that GB-thcory
proposes, it recovers them by actively using the principles that GB-theory holds to charac-
terize and dcfine them, and it uses those principles without “multiplying out” their cflects
to produce an intermediate set of phrase-strncture rules. In terms of Fodor, Bever, and Gar-
rett’s (1974) typology of parsing methods, it would probably use elements of both analysis
by analysis and analysis by synthesis.

7.2. Preserving the structure of grammatical theory

A certain amount of directness is required in an implementation that strives to retain
the benefits of a modular grarmnatical theory:

¢ The distinction between language-independent universals and language-particular
parameters must be preserved if descriptions of individual languages are to remain
small.

o Other aspects of the modular structure of grammatical theory must be preserved
if the combinatorial consequences of multiplying out interaction cfects are to be
avoided, )

o The sct of lingutstically stynificant operations should be preserved in parsing repre-
sentations so that the parser designer cannot accidentally write rules that refer to
predicates that are linguistically nonsignificant. For example, the parsing frame-
work should not lead the grammar rules to place much more importance on the
left versus right distinction or the notion of string position than is warranted by
the syntax of natural languages.

o It is dexirable for the structure of zrplanations to be mapped over intact from
gramunatical theory to parser operation. If certain grammatical principles force
the assignment of a certain structure to a sentence, corresponding implementation
principles should be responsible for the parser's decision to assign that structure.

However, xce section 8.1.3 for some limits on the deagree of directness that it is rensonable

to impuose. Making the notion of direct implementation more precise should be a subsidiary
topic of research in this progeam.

7.3. Avoiding mysteries

Oue reazon for investivating the possibility of a relatively direct relationship between
grammar and parser is that indirect relationships. thonugh nor logically imposaible or yet
cmpirically falsified. nonetheless give rise to what might be regarded as mysteries.

Consider, for example. & metarule acconnt of grammar. On such an acconnt, the
propeeties of a langnage can be specificd with a anall set of context-tree base rules plus a
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set of metarules to derive new rules from old ones. The parser. however, operates only with
the large set of derived rules.

It is possible to imagine that the human language faculty could be constituted roughly
along the lines of the metarule account. The human parsing mechanism would then be
capable of using an unrestricted sct of context-free rules for parsing, but languages described
by “unnatural” sets of context-free rules would never be observed because the langnage-
acquisition component of the language faculty would never coustruct such a set. Applying
only at the level of language acquisition, the constraints of universal graimmar would play
no role in actual parser operation.

In a way, however, any account that involves translation of restrictive principles into
a less restricted framework reads like a mystery story. If the language-acquisition com-
ponent has the option of using powerful computational devices in the rule systems that
it constructs, it scems a mystery why it never uscs them. If only a limited range of the
parser’s computational abilitics are cver needed, it secins a mystery why the parser isn't tai-
lored to take advantage of the restrictions on its actual computational problem. Of course,
the actual nature of the parser and of the language-acquisition component are matters for
empirical investigation. It might turn out that the corrcct theory of the human language
faculty is one that seems at first to have mysterious properties. Nevertheless, the attempt
to avoid mysteries is a sufficient reason for trying to investigate the “dircct” rather than
the “indirect” line of parser implementations.

Related qualims comie to mind about the *parsing strategies™ proposed by Fodor, Bever,
and Garrett (1974). If the parameters and principles of graminar are not dircctly realized in
the parser. one must ask for an explanation of why the structures that the parser recovers
are in accord with those principles.!® Such a question secrus to arise whenever a system
observes principles that play no causal role in its operation.

7.4. Separating competence and performance principles

In the design of a parser it is desirable to preserve as much as possible the distinetion
between competence and performance principles. If performance instructions must be ex.
plicitly written into the language description that the designer of a natural-language system
must write, language descriptions will remain large and complex. In addition to specify-
ing the parruncters that characterize the core syntactic structure of a langnage, the system
desiguer will be foreed to deseribe in the rule system the detailed way in which those param-
vters relate to surface evidence. As much as possible, the necessary performance prineiples
shonld be applied automaticadly by the parsing machinery.

Many complicated rules in Marcus's srausnar seem to be concerned with questions like
these:

o If an optional constituent tan’t attached at the enrrent level. will s:ome ligher
ayntactic context be able to receive it?

o If an optioual constituent it is attached at the onrrent level. will some higher
syutactic context he deprived of in oblivatory constituent?

M There may be au answer, of conrses it is again an cmpirical question whetker realization of paramcters is
direct.
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o If the wh-comp is used at the current level, will some higher syntactic context be
able to reccive the NP that is rejected at this level and left over?

o If the wh-comp isn't used at the current level, will it be possible to use it clsewhere?

These considerations scem amenable to incorporation into the structure of the grammar
interpreter so that they will not nced to be explicitly written into grammar rules. If the
grammar interpreter conld handle most performance principles systematically and auto-
matically, without nceding explicitly coded rule actions, the burden on the grammar writer
could be reduccd. It might become less of a misnouer to call Marcux’s rule sets grammars,
if rules came to encode more knowledge of the structure of a langnage and less about the
details of recovering grammatical structures from local cues available from input strings.

Marcus’s diagnostic rules are a case in point. It would be easier to write language
descriptions for Marcus’s grammar interpreter if the intepreter were made explicitly aware
of the process of resolving nondeterminism. With Marcus’s original grammar interpreter,
nondeterminism is resolved when the grammar writer notices a rule conflict or an overly
general interpretation of a surface cue and then writes a diagnostic rule to distinguish
between two situations by using semantics, examining the active node stack, or using more
lookahcad. The gramnmar interpreter itself treats diagnostic rules like any other rules; it
does not “know” when it has gotten into tronble and should consult some mechanism to
resolve a conflict.

The grammar writer therefore has the burden of foresceing and resolving surface am-
G‘. higuities and interaction cffects. This increases the size an«.l complexity of the rule system,
and in practice a few techniques for resolving nondeterminism seem to be repeated over
and over in different grammar rules. If the grammar interpreter recognized conflicts and
invoked explicit resolution procedures, the modularity of the parsing system could be im-
proved because fewer grammar rules would explicitly perform exotic tests.

7.5. Logical parsing theory

One possible strategy for designing a parser involves studying what surface cues to
syutactic structure are available in an input sentence before deciding how to nse those cues
in guiling the recovery of structure. The possible theoretical level of “logical parsing the-
ory” wonld concentrate more than grammatical theory on the nature of the computational
problem that the parser must solve, but it would leave open the question of how the parser
actnally foes about using (some or all of) the information in the surface string. In Marr’s
fraunework (52.2). both grammatical theory and logical parsing theory are part of the top-
most level of computational theory, which both identities the goal of the computation and
investigates the logic of the strategies by which it may be carried ont. Once logical parsing
theory is available. it becomes a computer scicnce problem to devise a detailed parsing
algorithm nsing sowe subsct of the available structurally relevant information. !9

Given a formalization of crueial principles from lingnistic theory, it should be possible to
derive theorems abont the surface appearinice of underlying constructions. These theorems

Y5The results of an experitnent by Frazier. Cliftou, and Randail (1083} aggest that the humin parsing
mechanism does not apply all potentially relevant constraiuts while compuring a «trnctural dexcription. »
Some constraints are apparcutly not gpplicd unti] a later stage.
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can then be put to nse in parsing. Some theorems will be ultimately based only on linguistie
universals, without mention of language-specific parameters. These theorems can be used,
where appropriate, to fix the general structure of the parser. For example, bonnding theory
can influence the choice of parser architecture because it places limits on the “range of
scarch™ that the architecture must support. In general, the relationship between a universal
principle and its embodiment can be quite indirect without raising questions of language
acquisition and language-description size. If fundamental parameters of cross-linguistic
variation are embodied in highly indirect fashion, however — if, for example, they show
up as variations in the architecture of the parser —~ it will be necessary to cousider closely
how they might be set from expericnce in language acquisition or concisely stated in parser
design.

One possible topic for logical parsing theory is the appropriatencss of various internal
representations that a parser might use. Given a sufficiently developed linguistic theory, it is
possible to investigate how closcly a proposed “representation cluster”!® for the theoretical
objects postulated in the theory conforms to the goal of displaying in a representation all
and only the information that is graminatically relevant according to the theory. How
should key notions such as dominance, adjacency, government, c-command, projection,
subjacency, and the contiguity of constituents be reflected in the parser’s representations?
Given a representation and a set of operations, can all S-structures be derived by means of
the operations?

7.6. A target for parser coverage

+

The enterprise of constructing a parser always involves decisions about the range of
constructions that are to be correctly processed. Given the nature and purpose of the
research program that is proposed here, a rcasonable target would be to handle all syntactic
constructions of “core grammar” that are regarded as fundamental and reasonably well-
understood in discussions of GB-thcory. This does not include all of language:

(I)t is hardly to be cxpected that what are called *languages” or “dialects®
ot even “idioiects” will couform precisely or perhaps eveun very closely to
the systems determined by fixing the parameters of universal grammar.
This could only happen nnder idealized conditions that are never realized
in fact in the real world of heterogencous speech communities. Further-
more, cach actual “language” will incorporate a periphery of borrowings,
historical residues. inventions, and so on. which we can hardly expect to
-- and indeed would not want to — incorporate within a prineipled the-
ory of universal grammar. For such reasons as these, it is reasonable to
suppose that universal ¢rammar determines a set of core grammars and
that what is actually represented in the mind of an individual even un-
der the idealization to a homogeneous speech comimunity would be a core
grammar with a periphery of marked clements and constructions.

Viewsd against the reality of what a particular person may have inside his
head. core geammar is an idealization. From another point of view, what a

"%This is a term from Liskov (1077).
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particular person has inside his head is an actifact resulting from the inter-
play of many idiosyncratic factors. as contrasted with the more significant
reality of universal graummar (an element of shared biological cndowment)
and core grammar (one of the systems derived by fixing the paramnecters
of universal grammar in one of the permitted ways). (Chomsky, 1981:8)

Core notions and mechanisms are, however, expected to play a role in determining the
properties of even peripheral constructions:

We would expect the individually-represented artifact to depart from core

grammar in two basic respects: (1) becanse of the heterogeneous char-
' acter of actual experience in real speech communitics: (2) because of the
distinction between corc and periphery. The two respects are related, but
distinguishable. Putting aside the first factor — i.e., assuming the ide-
alization to a homogencous speech community — outside the domain of
core gramnmar we do not expect to find chaos. Marked structures have to
be learned on the basis of slender evidence too, so there should be fur-
ther structure to the systemn outside of core grammar. We might expect
that the structure of these further systems relates to the thcory of core
grammar by such devices as relaxing certain conditions of core grammar,
processes of analogy in some sense to be made precise, and so on .. .. (:8)

; Even so, it would be premature to tackle the periphery without first devising an implemen-
I ‘ e tation that can handle the core.

In addition to foregoing treatment of peripheral constructions in language, initial stages
of the proposcd endeavor should avoid getting mired in several other issues: functional ex-
planations for linguistic phenomena, the “communicative function of language,” “everyday
: language,” “situated language.” and the matters that might be called “semantic issues” in
i the broad sense. If tackled too carly, these issues cannot fail to impede progress toward the

development of a principle-based parser.

8. Implicit representation

Section 7.5 raised the question of how grammatically relevant predicates and condi-
tions might be represented in the proposed parser. One possible answer juvolves implicitly
. cmbodying some predicates and conditions in the structure of the parser. This preliminary
. section exploses that possibility.

8.1. Implicit representation

. Under the proposed line of parser developinent, it is usnally not enough for the parser to R

. abaerve the principles of gramunatical theory. Rather. the principles are to play a relatively o

" direet role in determining what action the parser should take at cach point. In most cases -
: the principles are to be cansally implicated in explanations of parser hehavior: it is to be the T

* principles. and as litrle olse an possible, that are actively used to determine the structural 1
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8.1.1. The implementation must preserve the benefits of modularity

More zpccifically, however, the exact degrce of implementation “directness” to be
achicved is uncertain. Indeed, much remains to be explicated about notions such as “direct
implementation” and “direct use” of principles, and such explication will be part of the
thesis project. Nonectheless, the main constraint on the directness of the proposed parser
implementation is clear: the implementation should preserve enough of the modularity of
modern grammatical theory so that the possible benefits of that modularity will not be lost.

In part, then, the reason why the implementation is to be direct is so that the shift
to modular syntactic theorics can reduce the size and complexity of language descriptions
in parscr design just as it did in linguistic thecory. Given that goal, the most important
modular division to preserve in the mapping from theory to program is the distinction
between language-particular parameters and linguistic universals.

Consider, for example, a parser that produces the syntactic descriptions demanded by
current syntactic theories but whose opcration is based on a surface-oriented rule system.
Such a rule system must “multiply out” the surface effects of various principles and param-
eters. How much will such a rule system differ from the rule system for a closely related
language? Recall the effects of changing a single parameter in modern grammatical theories:

In a tightly integrated theory with fairly rich internal structure, change
in a single parameter may have complex effects, with proliferating conse-
quences in various parts of the grammar. Ideally, we hope that complexes
of properties differentiating otherwise similar langnages are reducible to a
single parameter, fixed in one or another way. (Chomsky, 1931:6)

In accordance with this picture, a single surface-oriented rule expresses not a fundamental
parameter of linguistic variation, but a complex amalgam of different principles and pa-
rameters. Changing a paramecter causes large changes in the rule system. The benefits of
modularity are not obtained, for the langnage descriptions that the system designer must
construct are large and vary greatly from langnage to language.

8.1.2. The implementation must often preserve the structure of explanations

One characteristic of explanations is that they support counterfactuals. By reducing
situations to their underlying causes, an explanatory theory describes not only what is
true, but also what would be true under a range of different conditions. By identifying
the principles and parameters on which a lanwuage-particular phenomenon depends, an
explanatory theory reveals not only why it has ira particular characteristics, but how those
characteristics would ditfer given a different set of underlying parameters.

An interesting corollary of this fact is that preserving the parametric structure of
cross-linguistic variation requires the implementation to preserve the logical structure of
some lingnistic explanations. Moving from one language to an sther amounts to using a
different set of parameters. Generally speaking. the implemeutation cannot tiake advantage
of *leminas” that are derived from eraunmatical principles and narwmneters. It shonld use
the principles and parameters directly. becanse if it uses a language-particular lemuna, the
lemina will have to he stated in the rule system that makes up the deseription of the
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langnage. A different lemma will have to be stated for a language with different underlying
paramneters; language Jescriptions will thus include more than the logically necessary sets
of parameter values.

8.1.3. Implicit representation is often permitted and desirable

There are three major cases in which this argument does not hold, however. First,
3 it does not apply to language-independent lemnmas that do not depend on particular pa-
rameter values. Second, it does not apply to certain parametrized lemmas that show how
parametric differences would affect their conclusions. Third, it does not apply when the
parser rather than the system designer is responsible for generating the lemnas; in such
cases the parser is only using the leminas for “short-cut” access to results it could have
derived from fundamental principles.

The first two cases allow the possibility of implicit representation of grammatical prin-
ciples and predicates. These cases represent a situation in which it i3 acceptable for the
parser to merely act in accordance with principles instead of basing its decisions on them
dircctly. Language-independent lemmas can be used to fashion the basic architecture and
actions of the parser. In fact, within the constraint of preserving parawmetric structure, it
is desirable to tailor parser design closely to the general computational problem defined by
universal gramunar. Without close tailoring, it becomes a mystery (§7.3) why no language
uses the full power of the implemented parser. The suspicion ariscs that some property of
universal granmar has been missed that would allow a more efficient or otherwise more
desirable parser architecture. :

————— vf“-v—vv v

8.2. Monostrings

Tailoring a representation to closely fit a desired set of predicates, opcrations, and
constraiuts is nothing new to linguistic theory. Indeed. the search for appropriate represen-
tations is a key part of the construction of theories that can cxplain language acquisition. As
the theories go, the language learner projects from limited experience in one way rather than
another because the human language facnlty makes available only a restricted framework
for describing linguistic experience. Children never framne arbitrarily bizarre hypotheses
about the structures of their langnages because such hypotheses are not statable with the
available internal vocabulary.

8.2.1. The monostring representation implicitly embodies universal restrictions

Lasnik and Kupin (1977) have described a restricted transformational framework that
provides an example of the attempt to build the restrictions of universal grammar dircctly
into the forinalism used for stating rules of grammar:

The theory differs from [Chomsky's carliest transformational formalism],
and more markedly from most current theories, in the extent to which
restrictions are imposed on descriptive power. Many well-justified and
lingmistically significant limitatious on structural description and strue-
tural change are cmbodied in the present formalism .... In this paper
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Figure 6: In the framework of Lasnik and Kupin (1977), the tree on the left could be
described by the set of strings on the right. Except for the terminal string, cach string in
the set is a monostring.

we are attempting to present a particular thecory of syntax in a precise
way. Many of the operations describable within other theories cannot be
expressed within this theory. (:173)

Lasnik and Kupin's restrictive formalisin hclps illuminate the possible nature of the rep-
resentations nscd by the human language faculty. Many properties of the set of possible
transformations would follow fram the assumption that the language faculty uses a repre-
sentation like the one that Lusnik and Kupin propose.

Lasnik and Kupin usc so-called monostrings to capture the hierarchical relationships
that are usually represented with tree diagrams. Each monostring represents a particular
occurrence of a phrasal category. With 4 monostring representation, a phrase-marker is a set
of strings instcad of a tree. Figure 6 gives the monostring representation that corresponds
to a simnple tree.

The monostring representation is more closely tailored to certain theories of universal
grammar than a tree representation wonld be. It fails to represent certain distinctions that
a tree would represent. and therefore it is suited only to a theory of universal gramumar in
which those distinctions are never relevant for the description of natural languages. Figure 7
shows two trees that have the same monostring representation. Lasnik and Kupin coinment:

The choice of the monostring representation]. then. constitutes an cm-
pirical claim about human language. All grammars in this theory will
necessarily treat (the two trees shown in the ligure] identically since they
have identical representations . ... (1977:178)

The “pruning” of two identical nodes dotuinating the same material also follows from the
nature of rhe monostring representation. A nonbranching node of the :ame type as its
daughter ia “invizible™ with that representation. Again an empirical claim is made:

‘A reduced phrase-markerf is essentiaily a colleetion of v 1 statements. An
is 4 statement concerns only the relationship between a portion of the ter-
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Figure 7: The two trces on the left have the same reduced phrase-marker, shown on the G {
right. This example is taken from Lasnik and Kupin (1077). '
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minal string and a non-terminal. In that view there is no point in saying a
particular occurrence of a terminal [stands in the is a relationship to some
other nonterminal] twice (as ‘the unpruned tree] apparently does) ... In
this theory, pruning thus becomes a non-issue, since the repcated nodes
never exist to be pruned. There is never a conversion to more trec-like
objecta so the issue never comes up. Thus, the effects of pruning, if indeed
there are any, are unavoidable .. .. It is important to note than in principle _
a hase component could distinguish between [the pruned and unpruned B
treesi. Thns, /by choosing this representation] we are making the claim
that a transformational component docs not require access to all of the
information inherent in a base component. (:179)

The design of the proposed parser will strive for this kind of close fit between the information
that is made explicit in the representation and che information that is deemed grammatically
sgnificant by lingnistic theory. Mysteries arise when the representation displays a wide
range of information that the grammatical system never uses.

Note that an implementation i3 not required to observe insignificant “presentation
details”™ of linguistic theories. For example. some theorists who might actually prefer to use
Lasnik and Kupin's framework still draw trees for expository convenience. Unlike sotne of
the information they Jepict, the trees are not theoretically significant. In a mathematical
sense. the trees arce convenient models of lingmisticaily significant statements.
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8.2.2. Only a restricted class of transformations can be stated

Lasnik and Kupin's framework also restricts the class of transformations that can be
stated. Again, the restrictions are intended to cmbody empirical assumptions:

All of the definitions and all of the principles of application described below
are assumed to be part of general linguistic theory, i.c., to be biologically
based [emphasis added]. (1977:179)

A leftward NP-movement transformation would be stated as (24) in Lasnik and Kupin's
frarnework:

(24) (NP NP, (2/1))

Explicit variables are not allowed in the statement of a transformation; there are implicit
variables between all consecutive clements and hence no transformation can require two el-
ements to be adjacent. There are no Boolcan combinations of string conditions, clansemate
conditions. or multiple analyzability conditions. Transformations are not marked optional
or obligatory. There can be at most two affccted constituents, so an NP-movement transfor-
mation cannot also insert a passive morpheme. There are only a finite number of possible
transformations.

Again, this restrictive framework illustrates the kind of close match between theoret-
ically permissible operations and representationally expressible operations that should be
heavily used in the proposed parser design.

8.3. Subjacency

The subjacency constraint provides another natural opportunity to implicit represent
grasnmatical constraints in the design of a parser. Subjacency is a constraint on movement
that to first approximation forbids moving in one jump across more than one “bounding
category,” where NP and 8 are bounding categories.!” For example, subjacency (so formnu-
lated) forbids wh-movement from applying to produce (25):

(25)  swho do you believe [y, the claim [5 that Bill saw e | |?

Stated another way, the subjacency constraint requires that movement transformations must
apply to elements in the same domain or adjacent domains.

Marcus (1980, Chapter 6) attempted to show that important subcases of the subjacency
constraint followed naturally from the structure of his grammar interpreter. In turn, the
crucial properties of the grammar interpreter were motivated by its deterministic operation.
For reasons that [ will not detail here. Marcus’s arguments do not completely go through.
However. Berwick and Weinberyg (1984) show that a constrained. deterministic parser of a
certain kind tnust obey some principle similar to subjacency.

Fodor (1983) presents two possible treatments of phenomena related to subjacency.
They contrast sharply with the general approach followed by Marens and by Berwict and
Weinberg., First. considering an ATN hold-cell parsing model. she proposes thiw  wsand
conatraints™ (snch as the Complex NP Conastraint, derived from subjacency in many current

17Some modern theories of subjuaceney, sch as the theory deseribed in Clionsky's Fall 1083 class lectures,
are more complex.
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theories) can be handled by using a structured hold cell and arranging for the parser to
follow “a set of traffic rules to control access to its various levels” (:172).

Second, working in a surface-oriented context-free framework, she suggests that the
subjacency constraint, if nceded at all, should be handled by arranging for the rule system
not to include any rules that would violate it:

Gazdar has no analog to Subjacency in his system at present, but at least
for English a comparable effect could be achieved if passage of a slash
annotation through either an § or an NP node was blocked, but a rule
was added to allow a slash annotatjon at the top of a comnplement clause
to be cashed out as a trace, and a new path of slashed nodes to be initiated
with this trace as its filler. For Italian, however, Rizzi's analysis clearly
requires that transmission of a slashed node be blocked only at the second
of two cyclic nodes, and this entails ... [that] the slashed nodes on the
path would have to be tagged with information about dominating cyclic
nodes. (Fodor, 1983:191)

In bouth cases Fodor is effectively suggesting that the subjacency constraint should be de-
scriptively imposed on top of the constraints (if any) that result from basic parser stracture.
The line of parser development that is suggested here rejects such descriptive approaches,
which simply describe the effects of principles and conditions instead of building them fun-
damentally into the actions and representations of the parser. Given the desire to base
parser design solidly on linguistic theory, it is better to avoid a parsing framework in which
the parser would work just as well for parsing “unnatural” languages (with propertics unat-
tested in natural languages) as for parsiug natural languages.

One can imagine several possible parsing approaches to the subjacency constraint. It is
necessary to give some account of why subjacency treats certain domains as units; perhaps
it will be possible to find some process necessary to other aspects of parser operation that
already treats those domains (and only those) as units. A contrary approach is also possible;
perhaps subjacency domains are not agglomerated as units, but instead the intervening non-
bounding material is dismissed from some relevant local store and hence is not “visible” to
hinder movement. It is desirable to explain why two domains can be involved, not three
or just one.'® Fodor (abovc) suggested the “barrier” account in which search-barriers are
inserted into :nemory stores for some reason. Again a contrasting approach is possible;
perhaps there is not barrier insertion, but rather the temporary dismissal of material that
woild be hidden by a barrier.

8.4. C-command

Berwick and Weinberg (1984, Chapter 5) provide a final example of implicit repre-
sentation. Thiey show how rhe structure of the Marcns parser can be adjusted so that the
grammatically relevant predicate of a-command (Reinhart. 1976: Aoun and Sporticle, 1983)
does not need to be explicitly computed, but is inplicitly available as a by-product of normal

1¥S¢e Berwick snd Weinberg 11984) for one explanation. hased on the observation that *grammars can't
count.” Another pussibiiity inight somehow uvolve a process in which the parser is tryiug to relate two
partially built structures.
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parser operation:

While traces an nontraces diverge with respect to bounding conditions,
traces and some of the nontrace categories are similar in that they both
obey e-command. Traces, pronouns bound by some guantifiers, and lexical
anaphors must be c-commanded by their antecedents.

Given that c-command is a basic predicate of the government-binding
theory, we must be able to compute it from the parsing representation.
The obvious way to do this would be to use a full tree representation and
then design an algorithm to compute c-command from it.

Alternatively, we could build on the 8y a representation that makes the o
calculation of c-command computationally trivial. This is the tack that o
we shall take. {Berwick and Weinberg, 1984:173)

Given [a certain] principle of attachinent and node complection, the active SR
node stack extensionally represents the c-command predicate; c-command ..
need not be separately computed. (:175) »

This way of representing grammatically relevant predicates is quite attractive under the
current proposal for parser design, since it represents very close fit between the set of
grammatically relevant predicates and the design of the parser.

9. Relation to other work

As noted, the proposed research programn builds on work in linguistics, computer sci-
ence, psycholingnistics, and parser design. Chomsky (1981) describes the government-
binding theory of grammar that is to be implemented. Lasnik and Saito (1983) provide re-
cent revisions. Some variant of the monostring representation of Lasnik and Kupin (1977),
which was discussed in section 8.2, could potentially form the basis for the parser’s repre-
sentation of hierarchical structure. Stowell (1981) discusses in detail many cases in which
grammatical principles can interact to account for the surface counstituent-order facts that
were formerly accounted for with detailed phrase-structure rules. The proposed parser is "."::"':
to make crucial use of interacting principles to determine surface order. '. '

Aho and Ullman (1972) discuss formal results about so-called covering grammars that
could be nscful in clarifying the notions “implementation of a gramimatical theory” and
“dircct implementation.” Liskov «t al. (1977) and others have discussed and developed the
notion “implementation of an abstract object.” In the proposed research. linguistic theory o
will be taken to define a family of abstract objects that it is the parser’s job to implement. ,

Fodor, Bever. and Garrett {1974} survey psycholingnistic results that may (with cau-
tion} be interpreted to describe some properties of hnman language-processing mechanisms.
More recently. Frazier and Rayner (1982) and Frazier. Clifton, and Randall {1983) have
done experiments that bear on the question of how the lmunan syutactic processor deals
with parsing ambiguities. Questions about such ambiguities were an important factor in the
design of Marens’s {1980) deterministic parser and will probably also significantly intluence
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the proposced parser design. Works by Seidenberg et ol (1982) and Milne (1983) present
further psycholingnistic discnssions.

The work of Marcus (1980) as refined and discussed by Berwick and Weinberg (1984)
could casily play an important role in the proposed research. Of the currently available
parsing models, the modified Marcus model i3 probably the most closely tailored to the
principles of grammatical theory. However. the model should be further modified so that it
bases its operation on principles and parameters rather than a complex rule system. Milne’s
(1983) work is also in the Marcus framework.

The proposed parser would implement grammatical principles more directly than ex-
isting parsers in the Marcus fraunework. Berwick and Weinberg point out that the rules -
for their modified Marcus parser are several steps removed from grammatical principles;
in effect, the rule system expresses derived lemnas as discussed in section 8.1. Works by
Gazdar (1981) and Fodor (1974) may be useful for contrast. since in many ways they fall
at the opposite end of the spectrum from the proposed parser. Bachenko et al. (1983), e
Wehrli (1983), and Shicber (1983) sketch parsing models that may be relevant. o

¥ X

10. A suggested plan for initial research B

One possible plan for the construction of a principle-based parser begins with two com-
- plementary prongs of initial attack. On the one hand, the Marcus parser can be successively
c modified to base its nperation on principles and parameters in more and more cases. For ex-
ample. the first case to be tackled might be the NP-movement case mentioned in section 6.2.
As this effort proceeds, a working set of concrete examples could be built up. A “map” of
the logical relationships among various principles and parameters could also be developed.

A catalog of lingmistic principles, constructions, and examples could be compiled.

On the other hand. efforts should continue to find representations and operations that
are closcly tailored to the predicates. operations, and parameters of grammatical theory.
This second effort would thus aiin for the development of possible alternatives to the Marcus
framework. While the first-prong approach secks to modify an existing model of parsing
decisions and actions. the sccond approach follows section 7.5 in scparating the question of
what representations and actions the parser might use from the question of how it should
decide what action to take at each point. The development of logical parsing theory is part S -
of this linc of research.

The resnlts of this initial phase of research could support the choice of a particular
parser design for further development. With a general design chosen. research can focus on
reducing the aunount of information that must be specified for pacsing a particular language.
The ideal limit of such reducrion would allow a language to be described for parsing by the
same et of paraneters that specified tiie characteristics of the language in inguistie theory.
In the ideal limit. all performance principles and interaction cffects would be handled by
the parser rather than the graunmar writer. o
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